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AN EXAMPLE OF ARNOLD DIFFUSION
FOR NEAR-INTEGRABLE HAMILTONIANS

VADIM KALOSHIN AND MARK LEVI

Abstract. In this paper, using the ideas of Bessi and Mather, we present a
simple mechanical system exhibiting Arnold diffusion. This system of a parti-
cle in a small periodic potential can be also interpreted as ray propagation in a
periodic optical medium with a near-constant index of refraction. Arnold dif-
fusion in this context manifests itself as an arbitrary finite change of direction
for nearly constant index of refraction.

1. Introduction

Understanding stability of Hamiltonian systems is one of the oldest and most
funamental problems of classical mechanics. For near-integrable Hamiltonian sys-
tems, i.e. for Hamiltonian systems “close” to

(1) İ = 0, θ̇ = ω(I), where I, θ ∈ R
n,

a partial solution to the problem is provided by Kolmogorov-Arnold-Moser (KAM)
theory: Under certain natural nondegeneracy and smoothness conditions, there
exists a positive measure Cantor of invariant n-tori in the phase space R

2n. This set
approaches full measure as the size of the perturbation becomes small. The KAM
tori are close to the unperturbed tori given by I = const, θ ∈ R

n (mod 1). For any
solution starting on an invariant torus, the Hamiltonian action I(t) stays close to
I(0) for all time, and one has stability for all time with “high probability”, since the
invariant tori cover most of the phase volume. In fact, for n ≤ 2, one has stability for
all solutions—not only the ones lying on the tori—since 2-tori confine trajectories
on a 3-dimensional energy surface. This topological reason no longer applies for
n ≥ 3, and Arnold conjectured over 40 years ago that a generic near-integrable
system has solutions that “diffuse” through the complement of the set of KAM
tori in such a way that the action changes by O(1) over a sufficiently long time.
More precisely, it was conjectured that there exists an arbitrarily small Hamiltonian
perturbation of (1) for which there exist solution(s) (I(t), θ(t)) satisfying

|I(t2) − I(t1)| > A,

for some t1 < t2, where A > 0 is a constant independent of the size of the pertur-
bation. Such drift of action is now commonly referred to as Arnold diffusion.
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In this note we give a very simple example of Arnold diffusion where the main
difficulties of the subject do not appear. This example is a variation on Arnold’s
example and we treat it by a variational method similar to those of Bessi [6] and
Mather [25]. A closely related example is described in [17]. We sacrifice the gen-
erality and technical strength for the sake of transparency. Our primary goal is to
present the geometrical essence of Arnold diffusion in what seems to be the sim-
plest possible setting. A rich literature (see, e.g., [3], [8], [19]) on Arnold diffusion
goes far beyond the example discussed here. We outline our construction in this
Introduction, giving details in later sections.

Example. Consider a small perturbation of a free particle θ̈ = 0:

(2) θ̈ = −ε ∇U(θ, ε), ε ∈ R
3,

where U is a periodic potential of the form

(3) U(θ, ε) = cos2
(πz

2

)
− εkβ(θ, ε) with θ = (x, y, z) ∈ R

3,

with k ≥ 2 and where β is a C∞ smooth “bump” function, periodic in x, y, z,
supported on ε-balls centered at integer points in Z

3 with even coordinates:1

(4) β(θ, ε) =
∑
n∈Z3

η

(
|θ − 2n|

ε

)
,

where, to be specific, we pick η([0, 1
2 ]) = 1, η([1,∞)) = 0 with η being C∞ smooth

monotone decreasing on [ 12 , 1], even, and smooth on R. Actually, for our results to
hold, η can be any smooth nonnegative function whose support is (−1, 1). Under
these conditions the contribution of the bump term εk+1β in (2) is indeed Ck-small
with ε. For ε = 0, the Hamiltonian system (2) is integrable and there is no dif-
fusion: the action θ̇ = const. We will show that for ε > 0, no matter how small,
the diffusion is present—more precisely, that there exist trajectories whose velocity
(that is, action) changes by O(1) over a sufficiently large time. This velocity stays,
as it turns out, nearly parallel to the (x, y)-plane and changes direction there. This
change in a particular direction is a manifestation of the general phenomenon: the
action drifts along resonances. The drift is due to the failure of averaging: reso-
nant trajectories are not well distributed in phase space. In our case the resonant
frequency ω = (ω1, ω2, 0) corresponds to the motion in the horizontal plane and
satisfies the resonance relation k · ω = 0 with an integer vector k = (0, 0, k3).

A brief survey of results on Arnold diffusion. In his famous paper [2], Arnold
gave an example of a near-integrable system exhibiting diffusion. Arnold conjec-
tured (see, e.g., [3]) that a generic perturbation of a completely integrable system2

exhibits diffusion. Later Bessi [6] analyzed the speed of diffusion in Arnold’s exam-
ple using a variational method; see also Berti and Bolle [8] for an extensive list of
further references.

Trajectories of a completely integrable system (2) with ε = 0 come in three dif-
ferent types: quasiperiodic (whose closures are R

3(mod 1)), resonant quasiperiodic
(whose closures are 2-dimensional tori), and periodic (1-dimensional tori). In the
first case, θ̇ = ω is an irrational vector; in the second case ω · k = 0 for some

1This choice is made for later convenience.
2In this case it is of at least 2.5 degrees of freedom.
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Figure 1. A: Side view; B: Scattering property of the “scatterer”;
C: Drift of action.

k ∈ Z
3 \ {0}; and in the last case ω · ki �= 0, i = 1, 2, where k1 and k2 are non-

collinear integer vectors. We refer to the first case as the single resonance and to
the second case as the double resonance.

Behavior near the single resonance after perturbation. Fix a nonzero inte-
ger vector k, and consider the manifold Mk = {(θ, I) : ω(I) · k = 0} restricted to
a 5-dimensional energy surface. Mk is foliated by resonant tori of different types.
Under a typical perturbation, most of these tori are destroyed and finitely many
normally hyperbolic invariant manifolds of codimension two (within the energy sur-
face) arise in their place. With an appropriate choice of local coordinates near Mk,
the system to the leading order is given by the Hamiltonian

H(J, φ, p, q, t, ε) =
J2

2︸︷︷︸
rotator

+
p2

2
+ (cos q − 1)︸ ︷︷ ︸

harmonic oscillator

+εH1(J, φ, p, q, t).(5)

The rotator describes the dynamics within the normally hyperbolic manifold, while
the harmonic oscillator governs the transversal directions. Usually, such a system
is referred to as a priori unstable. Arnold’s example fits in this class. This a priori
unstable structure is the key property used in a wide range of research on diffusion
for generic small time-periodic perturbations of (5). Recently, great progress has
been achieved in proving diffusion in this case. Bernard [4], Cheng and Yan [10],
and Xia [31] perform thorough studies of this example using different powerful
variational approaches influenced by the work of Mather [21]. Delshams, de la
Llave and Seara [13] apply the classical Arnold method based on transition chains.
The beautiful new idea there is to use not only classical “primary” tori, but also
“secondary” tori. In [29] Treschev investigates “separatrix maps”, i.e., maps along
a homolinic orbit, and in [30], based on properties of these maps, he not only
proves existence of diffusing orbits but also shows that the optimal diffusion speed
is ε log 1/ε.

Arnold’s example (5) has also been generalized to the case of higher dimension
(p, q) ∈ R

2k, k ≥ 2. Cheng and Yan [11] studied this case using the same variational
method as in [10] and proved the existence of diffusion.
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Double resonance. Doubly resonant tori corresponding to a fixed rational vector
ω is foliated by a two-parameter family of periodic orbits in the unperturbed system.
A typical perturbation destroys all but finitely many of these periodic orbits, some
of which become hyperbolic, with 3-dimensional stable and 3-dimensional unstable
manifolds. Analysis of diffusion in the neighborhood of doubly resonant tori is
substantially more difficult, since there is no obvious direction of diffusion as in
the case of single resonance, where diffusion took place along the cylinder C. This
more difficult case is referred to as “a priori stable”. Mather in [22] announced proof
of existence of Arnold diffusion for time-periodic perturbations of convex a priori
stable integrable systems of two degrees of freedom. Proof of this fundamentally
important result is highly involved and a substantial part of it is available in [25]
and [26]. A method of proof is called by Mather a method of changing Lagrangians.3

One of the goals of this paper is to illustrate this method in the simplest possible
situation. Based on the proof presented below, we then sketch the general scheme
of Mather’s method.

Showing Arnold diffusion for a particular family of examples is an important
step toward proving Arnold’s conjecture. Marco and Sauzin [19], in a collaboration
started with Herman, presented such a family in the class of Gevrey4 near-integrable
Hamiltonians.

Apart from the delicate question of existence of diffusion, it is important to have
upper bounds on diffusion speed. The famous Nekhoroshev stability estimates
[27] show that for analytic near-integrable Hamiltonian systems with quasiconvex
unperturbed Hamiltonian, diffusion time is at least exponentially long. Marco
and Sausin [19] extend Nekhoroshev estimates to the Gevrey class and construct
a family of examples in this class with optimal, i.e., maximal possible, speed of
diffusion. In [9] Bourgain and Kaloshin give an open family of analytic examples
which possess trajectories diffusing with optimal speed, thus proving optimality of
the Nekhoroshev stability estimates [27]. In the present paper we give a family of
examples of a smooth near-integrable Hamiltonian system having polynomial speed
of diffusion.5

A heuristic explanation of diffusion. Before presenting rigorous details, we give
a heuristic description of diffusion in our example, illustrating along the way the
more general concepts of Mather’s general approach to studying diffusion. Consider
first the potential (3) without the β-term. The “odd” planes z = 2m + 1, m ∈ Z,
“repel” most of the trajectories of (2), since the potential is miminal on these planes.
Now the β-term in the potential (3) “pulls” action minimizers toward the center
of the scatterer. This “pull” is instrumental in constructing diffusion. Figure 1
illustrates how these consecutive deflections can accumulate.

3See [9] for an application of this method to twist maps and to the problem of existence of
diffusion for an open set of a priori stable nearly integrable systems.

4The class of Gevrey functions contains C∞ functions and is contained in the class of functions
analytic in an arbitrary complex strip.

5Our example could be extended not only to an arbitrary number of degrees of freedom, but
also to analytic perturbations. This, however, would lead to technical complications, which we
want to avoid.
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The main result and the variational formulation

Theorem 1. There exists ε0 > 0 such that for all 0 < ε ≤ ε0 the flow of (2) has
the following properties.

• For any two limiting velocities c = (c1, c2, 0), |c| = 1, and c′ = (c′1, c
′
2, 0),

|c′| = 1, there exists a trajectory γ(t) with

γ̇(t) → c as t → +∞ and γ̇(t) → c′ as t → −∞;

• For any δ > 0 and for any direction c = (c1, c2, 0), |c| = 1, there is a
“direction-reversing” trajectory γ(t) of (2) such that for some t− < t+ we
have |γ(t−) − γ(t+)| < δ and |γ̇(t−) + γ̇(t+)| < δ.

Remark 1.1. The restriction on the limiting speeds to equal 1 can be removed by
rescaling time.

Existence of direction changing trajectories is proven by constructing shadowing
orbits in Lemma 4.

Our system (2) is the Euler-Lagrange equation for the Lagrangian

(6) L(θ, θ̇, ε) =
〈θ̇, θ̇〉

2
+ ε U(θ; ε), θ = (x, y, z) ∈ R

3.

We introduce the “scatterers” as the balls whose union contains the support of β:

Ln =
{
θ : |θ − 2n| <

√
ε
}

, n ∈ Z
3.(7)

Since (−β) < 0 inside the scatterers, we expect the minimizers of the action∫
Ldt passing through the scatterers to be “attracted” to their center.
The proof of the main theorem, Theorem 1, consists of two parts. First, following

ideas of Mather and Peierls, we define the Mather-Peierls’ barrier function. Second,
we use the barrier function to define a la Mather a variational functional (see
(29)) which we then show to have a minimizer.6 This minimizer has the desired
“shadowing” properties as will be seen later; however, the solution does not satisfy
the Euler-Lagrange equation of L. We then show that near this “nonsolution” there
exists a solution of the Euler-Lagrange equation of L satisfying the conditions below
of the main theorem (see Lemma 4).

Properties of asymptotic trajectories

We point out several basic properties of the flow associated with the Lagrangian
L.

I. Outside the “scatterers” (7), the flow is completely integrable:
A)

ẍ = ÿ = 0, z̈ =
επ

2
sin(πz),

and in particular the projection of any trajectory onto the xy-plane is a straight
segment with uniform motion on it.

B) The projection of any trajectory onto the z-axis coincides with a trajectory
of the Euler-Lagrange flow of the pendulum,

Lz(z, ż) =
ż2

2
+ ε cos2

(πz

2

)
,(8)

6 Ideas in the present paper are also somewhat similar to those in [6].
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Figure 2. Initial point θ0 and exit velocity v define the “exit”
point θ1.

(see Figure 3) with conserved energy

Hz(z, ż) =
ż2

2
− ε cos2

(πz

2

)
.(9)

II. Inside any scatterer, e.g., L0, we have the following:
A) Let θ0 ∈ IntL0 and v ∈ R

3 \ {0}. By the implicit function theorem and the
theorem on the dependence of solutions of ODEs, on the inital values there exists
a unique trajectory which starts at θ0 and exits L0 with the prescribed velocity v,
provided ε is sufficiently small. Furthermore, the exit point θ1 depends smoothly
on θ0 and v, with ∂θ1

∂θ0
, ∂θ1

∂v bounded by an ε-independent constant (see Figure 2).
B) For any trajectory in L0, we have

ẍ = O(εk), ÿ = O(εk), z̈ = O(ε).

In order to single out solutions with preferred velocities, we define, following
Fathi [14], the c-Lagrangian,

(10) Lc(θ, θ̇, ε) =
〈θ̇ − c, θ̇ − c〉

2
+ ε U(θ, ε),

where c = const, the Euler-Lagrange flows of L and Lc are the same, and thus the
two variational principles

∫
Lc and

∫
L have the same critical points. However,∫

Lc, unlike
∫

L, is minimized along trajectories which in some sense follow the
direction c.

For θ0, θ1 ∈ R
3, we define

(11) At
c(θ0, θ1) = inf

γ

∫ t

0

Lc(γ(s), γ̇(s), ε) ds,

where the infinum is taken over all absolutely continuous curves γ : [0, t] → R
3 with

γ(0) = θ0 and γ(t) = θ1.7 Note that for any γ and t ∈ R (not necessarily positive)
we have

(12) At
c(θ0, θ1) = At

0(θ0, θ1) + 〈c, θ1 − θ0〉 +
〈c, c〉

2
t.

We also define the one-sided action

(13) A+
c (θ0) = lim inf

t→∞
min
θ1

At
c(θ0, θ1).

7In what follows we only consider the case when z-components of θ0 and θ1 differ by 2.
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Figure 3. Homoclinic trajectory γ+
c in two projections.

From now on, we choose c = (c1, c2, 0) with |c| = 1. We will show in Lemma
1 the existence of a trajectory γ+

c (t, θ0) = (x(t) , y(t), z(t)) with the properties
γ+

c (0, θ0) = θ0 and

(14) −1 < z(0) ≤ 1, ż ≥ 0, z → 1, γ̇+
c → c as t → ∞.

We shall prove that
∫ ∞
0

L(γ+
c (t, θ0), γ̇+

c (t, θ0)) dt equals A+
c (θ0). This will justify

calling such a trajectory a one-sided c-minimizer.

Lemma 1. For all small ε > 0 the following holds.

(1) Given any c as above, and any θ in the scatterer L0, there exists a unique
one-sided c-minimizer γ+

c = γ+
c (t, θ) with γ+

c (0, θ) = θ—more precisely, γ+
c

minimizes (13).
(2) The action A+

c (θ) is 2-periodic and smooth in θ and smooth in c. Moreover,
A+

c takes a minimum in θ at planes z = 2m + 1, m ∈ Z. Furthermore, the
C1-norm of A+

c (θ) in c is bounded uniformly in ε. Similarly, replacing the
condition in (14) by −1 ≤ z(0) < 1, ż ≥ 0, and z → −1 as t → −∞ we
can define γ−

c and A−
c .

(3) If t > 1
2 |θ1−θ0| > ε−k−3, then the minimizer θ(t) of (12) is z-monotone and

unique. Moreover, it does not intersect any scatterers except for the ones
containing θ0, θ1. In what follows, we will only consider the case when θ0

and θ1 lie in the neighboring “layers”, i.e., z0 = O(
√

ε) and z1 = 2+O(
√

ε).
Similarly, the one-sided minimizers meet at most one scatterer, namely, the
one containing θ.

Remark 1.2 (Whiskered tori and the Peierls barrier).

(1) The union of trajectories (γ+
c (θ, t), γ̇+

c (θ, t)) ∈ TT
3 forms a stable manifold

W s(T2
c) of the 2-torus T

2
c = {ẋ = c1, ẏ = c2, ż = 0, z = 1 (mod 2)} ⊂

TT
3. This torus is the counterpart of Arnold’s “whiskered torus”. The

union of (γ−
c (θ, t), γ̇−

c (θ, t)) ∈ TT
3 forms an unstable manifold Wu(T2

c).
This represents the hidden a priori unstable structure of our example. The
variational functional (12) allows us to single out Wu(T2

c).
(2) The function Ac(θ) is an example of the Peierls barrier. It general, this

function is Lipschitz θ, but not necessarily smooth or Lipschitz in c. In [22]
Mather shows that in the simplest nontrivial case of twist maps, Ac(θ) has
moduli of continuity with respect to c. The regularity of Ac(θ) in c and θ
is fundamental for Mather’s variational approach.



416 VADIM KALOSHIN AND MARK LEVI

To point out the analogues of “wiskered tori” in our case, or in Mather’s
method of a changing Lagrangian, consider the so-called projected8 Aubry
set. Ignoring subtleties of the general definition (see, e.g., [23]) which play
no role in this example, we let

Âc = {θ′ ∈ R
3 : Ac(θ′) = min

θ
Ac(θ)}.

Due to periodicity, Ac = Âc/2Z
3 ⊂ T

3 is well defined and is called
an Aubry set of cohomology class c ∈ R3 � H1(T3, R) (see Section 3 for
more). In our example the Aubry set consists of the aforementioned straight
lines inside T

2
c , and its projection Âc onto the configuration space is a 2-

dimensional torus. However, in general Ac may be a Cantor set. The set
Ac corresponds to the hyperbolic “whiskered torus”.

Proof of Lemma 1. There are two key ideas in the proof below. Consider the trun-
cated Lagrangian without the scattering potential:

L0 =
〈θ̇, θ̇〉

2
+ ε U0, U0 = cos2

(πz

2

)
.(15)

First, notice that the Euler-Lagrange equation of L0 is explicitly integrable. This
shows existence and uniqueness of the minimizers of At

c(θ0, θ1) for any t > 0 and any
pair θ0, θ1 whose z-components differ at most by 2. Due to the explicit nature of
such minimizers, taking a limit as t → ∞ is straightforward and gives the existence
of one-sided minimizers.

Second, we insert “lenses” by subtracting εkβ(θ, ε) from the potential U (see
(3)). Due to the smallness of this perturbation, we can apply the implicit function
theorem and still prove existence and uniqueness of such minimizers.

We start by proving parts (1) and (2) of Lemma 1. Denote θ = (x, y, z).

(1) The unperturbed case. Denote by γ0
c (t, θ0)=(X0(t, θ0), Y 0(t, θ0), Z0(t, θ0)),

t ≥ 0 the trajectory with the following properties. It starts at θ0, i.e.,
γ+

c (t, θ0) = θ0; the xy-component of its velocity is constant and equals
(c1, c2), i.e., (X0(t, θ0), Y 0(t, θ0) = (x, y) + (c1, c2) t; and the z-component
belongs to the separatrix in the (z, ż)-plane, i.e., Hz(Z0(t, θ0), Ż0(t, θ0)) =
0.

We now show that γ0
c (t, θ0) is indeed a one-sided c-minimizer. Notice

that semi-infinite action along γ0
c (·, θ0) is finite, therefore, A+

c (θ0) is finite.
By Tonelli’s theorem for any t and any θ1, there is γt : [0, t] → R

3 which
minimizes the right-hand side of (11). Then for the z-component z(s) =
πz(γt(s)), 0 ≤ s ≤ t, we have At

c(θ0, θ1) ≥
∫ t

0
Lz(z(s), ż(s), ε) ds. Equality

corresponds to the xy-component having constant velocity (c1, c2). The
Euler-Lagrange flow of Lz is integrable (see Figure 3). It is easy to see
that for each t > 0 there is θ∗1 which realizes the minimum minθ1 At

c(θ0, θ1).
Moreover, the z-component of a corresponding minimizer has to belong to
some energy surface {Hz = Et} for some Et. Note that Et → 0 as t → ∞;
otherwise, Lz is bounded from below and At

c grows linearly in time. This
is a contradiction with finiteness of A+

c (θ0). To conclude, γ0
c is the unique

one-sided minimizer.

8onto the configuration space
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(2) The perturbed case. Consider the plane Pc tangent to ∂L0 and normal to
c. It suffices to show that for any θ0 ∈ L0 there exists a unique θ1 ∈ Pc and
|t| ≤ 2

√
ε such that

(16) Φ−t(θ1, v(θ1)) = θ0,

where Φt(θ, v) is the solution of the Euler-Lagrange equation of (6) with
initial position θ and initial velocity v. To that end we rewrite (16) as

θ1 − tv(θ1) + R(t, θ1) = θ0;

R is C1-small. The last equality defines θ0 as the function of θ1 ∈ Pc and t
in a small neighborhood of zero. The linearization of this map at the point
of tangency of Pc with L0 is nonsingular since v is transversal to Pc. By
the implicit function theorem, the inverse map, i.e., the map from θ0 ∈ L0

to the pair (t, θ1), θ1 ∈ Pc, is well defined on a small neighborhood of the
point of tangency, which for small ε includes L0.

We now prove that the semi-trajectory γ+
c ([texit,∞)), where texit is the

first exit time from L0, meets no other scatterers L. To that end we observe
that the z-coordinate z(t) of γ+

c (t) satisfies the pendulum equation with
energy fixed Hz(z, ż) = ż2

2 − ε cos2
(

πz
2

)
= E, where E = 0 since z → 1,

ż → 0 as t → ∞. Thus

ż =
√

2ε cos
(πz

2

)
> 1.2

√
ε if |z| <

√
ε.

Moreover, the horizontal speed |(ẋ, ẏ)| = |(c1, c2)| = 1, and hence the slope

ż

|(ẋ, ẏ)| > 1.2
√

ε inside |z| <
√

ε.

This shows that any trajectory γ+
c starting inside an

√
ε-ball does not

intersect any other scatterers.

This completes the proof of parts (1) and (2) of Lemma 1. Part 3 of the lemma
can be proven similarly. In the unperturbed case, existence and uniqueness of the
minimizer follows from explicit integrability. In the perturbed case, the implicit
function theorem applies. �

Lemma 2. There exists ε0 > 0 such that for all 0 < ε < ε0 the following holds. If
n0, n1 ∈ 2Z

3 and T ∈ R satisfy π3(n1 − n0) = 2, T > ε−k−3 and

(17) |n1 − n0 − cT − (0, 0, 2)| <
√

ε,

then for any θi ∈ Li (where Li is centered at ni, i = 0, 1) and for all |τ − T | < 1
we have

(18) |Aτ
c (θ0, θ1) − A+

c (θ0) − A−
c (θ1)| ≤

1
T

.

Moreover, the function Aτ
c (θ0, θ1) is smooth in θ and τ and its minimum with respect

to τ satisfies

min
|τ−T |≤25

√
ε
Aτ

c (θ0, θ1) < min
25

√
ε≤|τ−T |≤1

Aτ
c (θ0, θ1) −

25 ε

T
.(19)
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Figure 4. Dependence of trajectories on the endpoints is expo-
nentially small in the z-direction and algebraically (like O(1/T ))
small in the (x, y)-direction.

Proof. Let τ satisfy |τ − T | < 1. We decompose the action Aτ
c into the xy-

component, the rest

(20)
Aτ

c (θ0, θ1) =
∫ τ

0

Lc(γ(s), γ̇(s), ε) ds =
∫ τ

0

(
(ẋ(s) − c1)2

2
+

(ẏ(s) − c2)2

2

)
ds

+
∫ τ

0

(
ż2(s)

2
+ εU(γ(s), ε)

)
ds =

∫
γ

1 +
∫

γ

2

with similar decompositions for A+
c (θ0) and A−

c (θ1), and show that the correspond-
ing components match within the error claimed in (18). By Lemma 1 part (3) there
exists a unique minimizer γ(s) = (x(s), y(s), z(s)), 0 ≤ s ≤ τ , with γ(0) = θ0 and
γ(τ ) = θ1. Lemma 1 implies that γ exits L0 at some time s = t0 > 0 and enters L1

at s = t1 without meeting any other scatterers for s ∈ (t0, t1) (see Figure 4).
We show first that the (x, y)-part of the action over (t0, t1) is less than const

ε

τ
.

Since |(ẋ, ẏ)| ≥ 4
5 on (0, τ ), and since the diameter of Li is 2

√
ε, we have t0,

τ − t1 ≤ 2.5
√

ε, and hence we have

t1 − t0 = τ + “5
√

ε”,

where now and in the future “X” stands for a term bounded by X in absolute value.
Since the minimizer does not meet any scatterers between L0 and L1, we have

(ẋ, ẏ) = const for t ∈ (t0, t1),

and thus

(x, y)|t1t0 = (ẋ, ẏ)(τ + “5
√

ε”) = n1 − n0 + “2
√

ε”,

where ni denotes the (x, y)-component of ni. Thus, we obtain a horizontal velocity
estimate

(21) (ẋ, ẏ) − c =
n1 − n0 + “3

√
ε”

τ + “5
√

ε”
− c

(17)
=

T − τ + “9
√

ε”
τ + “5

√
ε”

.
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Let |τ − T | ≤ D
√

ε for some D > 4. Substituting the last estimate into the
(x, y)-part of the action over (t0, t1), we get

1
2

∫ t1

t0

(
(ẋ, ẏ) − c

)2
dt ≤ (10 + D)2

2
ε

T 2
T =

(10 + D)2

2
ε

T
.(22)

For the one-sided action A+
c (θ0), we have (ẋ, ẏ) = c outside L0, so that the cor-

responding integral vanishes. Letting D = ε−1/2, we conclude that the difference
of the first components outside L0 ∪ L1, or, equivalently, the first component

∫
γ
1

outside L0 ∪ L1, is bounded by
2

3T
(see Figure 4, bottom part).

Now, if |τ − T | ≥ 25
√

ε, then (21) yields

(23)
1
2

∫ t1

t0

(
(ẋ, ẏ) − c

)2
dt ≥ 125

ε

T 2
T = 125

ε

T
.

We now show that the (x, y)-integrals inside L0 ∪ L1 satisfy the desired bound
(18). Let v = γ̇(t0) be the exit velocity from L0 for the minimizer of AT (θ0, θ1),
and let v+ be the exit velocity from L0 of the minimizer of A+

c (θ0). We have

|v − v+| ≤ const
√

ε

T
,

as was already proven for the horizontal components, and will be shown shortly for
the z-components. By II. A), we have

|γ − γ+|C1[0,t0] ≤ const
√

ε

T
,(24)

and hence the difference between the (x, y)-integrals of AT
c and A+

c inside L0 is

bounded by t0
ε

T 2 ≤ const ε
3
2

T 2 .
To complete the proof of (18), we compare the z-components of action

∫
γ
2 for z

and z+. As before, let z = z(t) be the z-component of the minimizer of AT
c (θ0, θ1).

For t ∈ (t0, t1) the energy (9) is conserved, and the phase flow in the (z, ż)-plane is
as shown in Figure 3. Since z(t) is confined to a fixed neighborhood of the saddle
for the duration t1 − t0 = O(T ), we conclude that

(25) 0 < Hz(z(t), ż(t)) = O

(
exp

(
−
√

επ T

2

))
for t0 ≤ t ≤ t1.

Note that (z+, ż+), where z+ = π3γ
+, travels along the stable manifold of the

saddle, while in the strip 1
4 ≤ z ≤ 1.

The last two observations show that the orbits of z(t) and z+(t) in the phase
space are exponentially close, from which one concludes that the z-parts of the
actions in (18) are exponentially small.

To prove the estimate (19), notice that the minimum with respect to τ for
|τ−T | < 4

√
ε is bounded from below by the one for |τ−T | < 25

√
ε. Thus it suffices

to prove (19) with minimization in the left-hand side replaced by |τ − T | < 4
√

ε.
Pick τ and τ ′ such that |τ − T | < 4

√
ε and |τ ′ − T | > 25

√
ε. We compare actions

(20) for τ and τ ′ componentwise. Using (22) with D = 4 we have
∫

γ
1 < 98 ε

T for
τ . Using (23) we have

∫
γ
1 > 125 ε

T for τ ′. This shows that the first components

differ by at least
27

√
ε

T
. Inside both scatterers action is bounded by const ε

3
2

T 2 . The

z-components of both actions for τ and τ ′ are exponentially small due to (25). To
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summarize, all the terms of action except the first ones outside the scatterers are
negligibly small. This proves (19) and completes the proof of the lemma. �

Lemma 3. In the above notation for any c = (c1, c2, 0), |c| = 1, and all sufficiently
small ε > 0 we have

(26) min
θ∈Sc, |θ|<√

ε
Ac(θ) < min

θ∈Sc, |θ|=√
ε
Ac(θ) − 4εk+2

5
,

where Sc is a 2-dimensional disk formed by intersection of the plane orthogonal to
c with the

√
ε-ball centered at the origin.

Proof. We pick θ ∈ Sc and θ′ ∈ ∂Sc, and compare improper integrals representing
Ac. We reduce the difference of these improper integrals to the difference of integrals
over finite intervals. If θ ∈ ∂Sc, then γ±

c (θ) does not enter the ε-ball around the
origin. Therefore, this c-minimizer is also a trajectory of the integrable Euler-
Lagrange flow of (15) as was shown in Lemma 1, part (2), and

Ac(θ) =
∫ ∞

−∞

(
ż2(t)

2
+ ε cos2

(
πz(t)

2

))
dt,

where z(t) → ±1 as t → ±∞ (see Figure 3).

z+
c (t′+, θ1)

z+
c (t+, 0)

z−
c (t′−, θ1)

z−
c (t−, 0)

θ1

0

Figure 5

In view of the above arguments, it suffices to compare Ac(θi), i = 0, 1, for θ0 = 0
and θ1 ∈ ∂Sc. Let t+ > 0 be the smallest t for which the z-component of γ+

c (t, 0)
reaches ε: z+

c (t+, 0) = ε. Similarly, we define t′+ by the condition z+
c (t′+, θ1) = ε;

analogously, we define the times t− and t′− (see Figure 5). Outside the thickened
segments the corresponding segments of γ+

c (t+ + t, 0) and γ+
c (t′+ + t, θ1) for t ≥ 0

coincide up to (x, y)-translation, and hence the actions along these trajectories are
the same; a similar statement holds for the left semi-infinite pieces. It remains to
compare the actions along the thickened segments.

To that end we note that velocity γ̇+
c (t+, 0) = γ̇+

c (t′+, θ1) and γ̇−
c (t−, 0) =

γ̇−
c (t′−, θ1). By II. B), we have∣∣γ̇+

c (t+ − τ, 0) − γ̇+
c (t′+ − τ, θ1)

∣∣ = O(τεk).(27)
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This implies that for τ = O(ε), we have∣∣γ+
c (t0 − τ, 0) − γ+

c (t′0 − τ, θ1) + const
∣∣ = O(εk+2),(28)

where the vector const has zero z-component. Heuristically, the two curves almost
coincide (up to an (x, y)-translation), and thus their actions will differ due to the
β-term, which contributes to the action along only one of these curves. Specifically,
we split the Lagrangian Lc into three parts:

Lc(x, y, z, ẋ, ẏ, ż) =
((ẋ, ẏ) − c)2

2
+

(
ż2

2
+ ε cos2

(πz

2

))
+

(
−εk+1β(θ, ε)

)
=: I + II + III.

Componentwise comparison proves the desired estimate (26). �

2. Shadowing, or “diffusing”, trajectories

In this section we complete the proof of Theorem 1. The idea of construction
of diffusing trajectories is to find a variational problem whose solution is a tra-
jectory of the Euler-Lagrange flow with properties stated in this theorem. For
the convenience of the reader we shall proceed in two steps. First we construct
an auxiliary variational problem (29) and prove it has a solution satisfying the
equations of motion (2) apart from finitely many “corners”. We then modify the
variational problem (see (37)) so that the corresponding solution is a true solution
of the Euler-Lagrange equations and that it ε-shadows the pseudo-trajectory.

We introduce some notation used in the proof of Theorem 1.
Fix small ε > 0, and let m = O(ε−k−3), ρ = εk+3 and T0 = ε−k−3. Consider

sequences of:
• asymptotic velocity directions {cj = (c1

j , c
2
j , 0), |cj | = 1}m

j=0 such that
|cj+1 − cj | < ρ for each j = 1, . . . , m − 2 with c0 = c1 and cm−1 = cm;

• pairs of integers ∆nj = (∆n1
j , ∆n2

j) and times T0 < Tj < 2T0 such that
|(∆n1

j , ∆n2
j ) − cTj | <

√
ε; let nj+1 = nj + ∆nj with n0 = (0, 0), and consider

scatterers L0, . . . ,Lm ⊂ R
3 such that Lj+1 = Lj + (∆nj , 2); we recall that L0 is

the
√

ε-ball centered at the origin in R
3.

Let Sj = {θ : θ ∈ Lnj
, θ (mod 2)·cj = 0} be the 2-dimensional disk of radius

√
ε

concentric with Lnj
for j = 0, . . . , m. Denote the set {(cj , nj , Sj , Tj), j = 0 . . . , m}

by Im.
Let Q be the hypercube Q = {(θ, τ ) = (θ0, . . . , θm, τ0, . . . , τm−1) : θj ∈ Sj ,

|τj − Tj | < 1}.
Introducing the discretized c-action

(29) A(θ, τ, c) = A−
c0

(θ0) +
m∑

j=0

Aτj
cj

(θj , θj+1) + A+
cm

(θm),

we minimize this action over Q:

(30) MIm
= min

Q
A(θ, τ, c).

Lemma 4. Let the set Im satisfy the conditions above. Then the minimum in
(30) is attained in the interior of the hypercube Q. The value MIm

is positive and
finite. Moreover, there is a shadowing trajectory γ(t) of the Euler-Lagrange flow of
(6) such that γ(tj) passes through the sections Sj, j = 0, . . . , m, and γ̇(t) → cm as
t → +∞ and γ̇(t) → c0 as t → −∞.
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Remark 2.1. This lemma implies the first part of Theorem 1. To prove the second
part, one can choose c0 = −cm (which requires m = O(εk+3)), thus producing a
direction reversing trajectory.

Proof. By Lemma 1, part (2), the barrier A±
c (θ) is continuous in θ and c and by

Lemma 2 action A
τj
cj (θj , θj+1) is continuous in θ’s and cj , so that A(θ, τ, c) in (30)

is a continuous function of (θ, τ ). Since the hypercube Q is compact, a minimum
is attained. Our goal is to show that any minimum occurs in the interior and,
moreover,

MIm
+

εk+2

2
< min

(θ,τ)∈∂Q
A(θ, τ, c).

Note that

MIm
= min

θ: θj∈Sj

min
τ : |τj−Tj |≤1

A(θ, τ, c).(31)

For any j with 0 < j < m, the triple (cj , nj , Tj) satisfies the conditions of
Lemma 2. By (19) in Lemma 2 for any θj−1 ∈ Lj−1 and θj ∈ Lj , the minimum
with respect to τj for |τj − Tj | < 1 satisfies |τj − Tj | ≤ 25

√
ε and hence belongs to

the interior of constraints.
Now consider minimization with respect to θ. Fix j : 0 < j < m and τj−1, τj

satisfying |τi − Ti| < 1 for i = j − 1, j and θj±1 ∈ Sj±1. Denote the sum of the
terms containing θj by

sj(θj) = Aτj−1
cj−1

(θj−1, θj) + Aτj
cj

(θj , θj+1).

It suffices to show that the minimum of sj with respect to θj ∈ Sj occurs in the
interior of Sj .

By (18) we have

(32) sj(θj) = A+
cj−1

(θj−1) + A−
cj−1

(θj) + A+
cj

(θj) + A−
cj

(θj+1) + “ 2εk+3 ”,

recalling that “X” denotes a term bounded by X in absolute value. Since we have
|cj − cj−1| < ρ = εk+3, by Lemma 1 part (2), the c-derivative of A+

c (θ) is bounded
uniformly in ε, and thus

A+
cj−1

(θj) + A−
cj

(θj) = Acj
(θj) + const “ εk+3 ”.(33)

By Lemma 3

min
θj∈∂Sj

Acj
(θj) > min

θj∈Sj

Acj
(θj) +

4εk+2

5
.(34)

This shows that

(35) min
θj∈Sj

s(θj) < min
θj∈∂Sj

s(θj) − const εk+2

and the minimum of sj(θj) is achieved in the interior of θ-constraints for any fixed
τ . This implies the interior property of the minimizer of (29) and proves the first
part of the lemma. We now prove the existence of the shadowing trajectory. The
curve γ(t), which corresponds to the minimizer of the c-action (29) satisfies the
Euler-Lagrange equation on each time segment (t∗j , t

∗
j+1), where tj+1 = tj + τj for

j = 0, . . . , m− 1. However, there is no reason to expect that the derivatives match
at t = t∗j . We will show, however, that in the vicinity of this pseudo-solution there
exists a true solution. We will do so by Mather’s method of modifying the c-action
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(29) so that its critical point corresponds to a true trajectory, while keeping this
modification small enough to preserve the existence of an interior minimizer.

For each j = 1, . . . , m − 1, we define θ̄j = θ − nj+1 and an exact one-form
ηj : TR

3 → R, ηj(θ, v) = 〈∇bj(θ), v〉,9 where bj : R
3 → R is given by

(36) bj(θ) =

⎧⎪⎨
⎪⎩

cj · θ for |θ̄j | ≥ ε,

cj+1 · θ for |θ̄j | ≤ 0.5 ε,(
µ(|θ̄j |) · cj + (1 − µ(|θ̄j |))cj+1

)
· θ for 0.5 ε ≤ |θ̄j | ≤ 0.8 ε,

where µ is a smooth nondecreasing function whose support is (0.5,∞) and which
is identically one on (0.8,∞). Define

Lηj
(θ, θ̇, ε) = L(θ, θ̇, ε) − 〈∇bj(θ), θ̇ 〉 +

〈cj , cj〉
2

.

Since the one-form ηj is closed, the Euler-Lagrange flows Lcj
and Lη coincide.

We replace the integrands Lcj
by Lηj

in (29), obtaining the modified η-action

(37) Aη(θ, τ ) = A−
η0

(θ0) +
m∑

j=0

Aτj
ηj

(θj , θj+1) + A+
ηm

(θm).

We show first that an interior minimum of this action (over the same set of
{(θ, τ )} as in (31)) corresponds to a solution of the Euler-Lagrange equation over
the whole R. To that end it suffices to show that

(38)
∂

∂θj

(
Aτj−1

ηj−1
(θj−1, θj) + Aτj

ηj
(θj , θj+1)

)
= 0

implies

(39)
∂

∂θj

(
A

τj−1
0 (θj−1, θj) + A

τj

0 (θj , θj+1)
)

= 0.

The last relation expresses the continuity of momentum, γ̇(tj−) = γ̇(tj+); indeed,
γ̇(tj−) = ∂

∂θAτ (θj−1, θ)θ=θj
and γ̇(tj+) = − ∂

∂θAτ (θ, θj+1)θ=θj
. To prove the im-

plication (38) ⇒ (39), we observe that by the definition of Aη we have

Aτj−1
ηj−1

(θj−1, θj) + Aτj
ηj

(θj , θj+1)

= A
τj−1
0 (θj−1, θj) + A

τj

0 (θj , θj+1) +
(
bj−1(θj) − bj−1(θj−1)

)
+

(
bj(θj+1) − bj(θj)

)
.

By the construction of ηj we have ηj(θj) = ηj+1(θj) for ηj in the
√

ε-ball concentric
with Sj , and thus the η-term in (39) does not depend on θj , proving that (38) and
(39) are equivalent for θ as indicated earlier.

Similar to sj(θj) defined above, consider

sη
j (θj) = Aτj−1

ηj−1
(θj−1, θj) + Aτj

ηj
(θj , θj+1).

We will show that

(40) |s(θj) − sη(θj)| < 3εk+4.

This would imply, in view of (35), that the minimum of (37) occurs in the interior.
Suppose γj : [tj−1, tj+1] → R

3 (resp. γη
j : [tj−1, tj+1] → R

3) is a minimizer
of sj(θj) (resp. sη

j (θj)) subject to all parameters fixed. In particular, we take
γj(tj) = γη

j (tj) = θj . If θj ∈ ∂Sj , then by Lemma 1, part (3), γj misses the

9Restriction of such a one-form to TT
3 is a closed one-form.
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Figure 6. Trajectories starting on ∂S avoid the scatterer L con-
centric with S.

scatterer at nj ; see Figure 6. Since Lηj
and Lcj

coincide outside the scatterer, we
have sj(θj) = sη

j (θj) for θj ∈ ∂Sj .
Below we shall prove that a broken trajectory γ = γ−∪γ+ consisting of two parts,

each satisfying the Euler-Lagrange equation on the respective intervals [tj−1, tj ] and
[tj , tj+1] with γ−(tj) = γ+(tj) = θj ∈ Sj , satisfies

(41)
∣∣∣∣
∫

γ

Lcj
−

∫
γ

Lηj

∣∣∣∣ < 3 εk+4 .

In particular, this estimate holds for γη
j and γj . One can show that in fact γη

j = γj ;
however, we can get away without proving this, as follows.

We observe that (41) implies that

|s(θj) −
∫

γj

Lηj
| < 3εk+4

and

|sη(θj) −
∫

γη
j

Lcj
| < 3εk+4.

By minimality we have s(θj) ≤
∫

γη
j

Lcj
and sη(θj) ≤

∫
γη

j
Lcj

. The last four inequal-
ities imply (40). Since in the right-hand side s(θj) = sη(θj), we have

min
θj∈Sj

sη(θj) < min
θj∈∂Sj

sη(θj) − const εk+2,

this estimate is analogous to (35), and proves the interior property.
It remains to prove (41). Denote by t−j the entrance time to the ε-ball around nj ,

i.e., maximal t < tj such that |γ−(t−j )−nj | = ε. Denote by t+j the exit from the ε-
ball around nj , i.e., the minimal t+j > t such that |γ+(t+j )−nj | = ε. Outside of this
ε-ball Lηj

and Lcj
coincide so actions are the same. To compare the actions inside

the ε-ball, we recall the definition (36) and the estimate |cj+1 − cj | ≤ ρ = εk+3.
By the Newton-Leibnitz formula,∫ t+j

t−j

Lηj
(γ(t), γ̇(t)) dt =

∫ t+j

t−j

L(γ(t), γ̇(t)) dt +
(
b(t+j ) − b(t−j )

)
+

〈cj , cj〉
2

(t+j − t−j ).

Comparing this integral with the one of Lcj
, we see that they differ only by

(b(t+j ) − b(t−j )) − 〈cj , t
+
j − t−j 〉. By the properties of ∇b this difference is bounded

by εk+3(t+j − t−j ) ≤ 3εk+4. This completes the proof of Lemma 4. �
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3. Mather’s method of changing the Lagrangian

In this section we outline the general scheme of the proof of diffusion due to
Mather [25].

Mather’s proof of diffusion is variational rather than dynamic, and minimizers
play the role of hyperbolic sets. In each cohomology class c, one defines the Mather,
Aubry, and Mane sets Ṁc ⊂ Ȧc ⊂ Ṅc in the phase space; see [20] and Remark
1.2. Rather than repeating various definitions from [4, 12, 14, 23, 28], we describe
these sets in the phase space of our Lagrangian (6): Ṁc = Ȧc are 2-tori in T

3×R
3,

given by z = 0, θ̇ = c. Projections Mc = Ac of these tori onto the configuration
space T

3 are the 2-tori whose covering planes are z = 2k, for integer k.10 The
Mane’s set Ṅc consists of orbits heteroclinic to Ȧc. In our example without the
scatterers, the projection Nc onto T

3 consists of the two-parameter family11 of
heteroclinic trajectories γc (in addition to straight lines with direction c in the
planes z = 1 (mod 2)). Of the minimizers passing through scatterers, only isolated
ones survive. In our very special example an open set of minimizers, namely the
ones that do not pass through the scatterers, still survive; this is not a typical
situation.

In our example, just as in the one of Arnold, the diffusing orbits follow the
invariant manifolds of “whiskered tori” z = 1 (mod 2), ẋ = c1, ẏ = c2, ż = 0. In
Mather’s proof the role of whiskered tori is picked up by Aubry sets Ȧc. The outline
of Mather’s proof is reflected in the treatment of our example. The main steps are
the following.

(1) Transition quasiorbits. One proves that Wu(Ȧc)∩ W s(Ȧc′) �= ∅ if c, c′ are
sufficiently close after a small perturbation of the flow, if necessary. This is
done by picking an appropriate (n − 1)-dimensional disk Sc ∈ T

n \ Ac and
defining the one-sided barrier function Ac on this disk. One proves that
any minimum of Ac lies in the interior of the disk Sc.

(2) Regularity of the barrier function: In Lemma 1 part (2) we get regularity
of the barrier function Ac(θ) in θ and c nearly for free. In general, proving
some, even weak, regularity in c is a delicate problem (see [22], the twist
map case), and sometimes it is even false (see [24]). However, recent work
of Bernard-Contreras [5] gives us hope that for a generic Lagrangian it is
true. We do use this regularity in the above proof (see (33)).

(3) Quasitrajectory. One forms a concatenated action as in (29). One fixes all
θi but one (θj), and shows that the minimum of the concatenated action is
achieved inside Sj (regularity of the barrier function is used in this step).
Then this implies the existence of a broken trajectory passing through the
interior of every section.

(4) Shadowing trajectory. Finally, using the smallness of cj−1 and cj , one proves
the existence a true trajectory in the vicinity of the quasitrajectory.

10In the old example of Hedlund [18] for most c’s, the set Mc consists of only three geodesics
directed along coordinate directions. This is in complete contrast with our example where the
Aubry and Mather sets depend nicely on c.

11In the integrable case (β = 0) any (x, y)-translate of a heteroclinic c-minimizer is again a
heteroclinic c-minimizer, hence the two parameters.
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